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Neural network verification

@ Expensive
@ Not user friendly

@ Considered a posteriori



Neural architecture search

o Expensive
@ User friendly and safe options available

@ No network defined and trained



Neural Architecture Search




Neural Architecture Search

@ Search space
@ Search strategy

@ Performance estimation



Components

Neural Architecture Search

Dataset Train Architecture

Find architecture

N

Evaluate robustness



@ Which verification method should we use?
@ Which Neural Architecture Search method should we use?

@ Should we use exact methods or inexpensive methods during
searching?



@ Which verification method should we use?
DNNV [Shriver et al., 2021]

@ Which Neural Architecture Search method should we use?
Auto-keras [Jin et al., 2019]

@ Should we use exact methods or inexpensive methods during
searching?



Topics under investigation

@ How expensive is including robustness?

@ Do we find more robust networks?



Future research

@ What features do robust networks have?

@ How can robustness be including in training process?
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